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1. INTRODUCTION



2. THE MEASURED PROPERTIES OF P2P
FILE-SHARINGWORKLOADS

trace length 203 days, 5 hours, 6 minutes 
# of requests 1,640,912 
# of transactions 98,997,622 
# of unsuccessful transactions 65,505,165  (66.2%) 
average transaction size 252KB   (all transactions) 

752KB   (successful transactions only) 
# of users 24,578 
# of unique objects 633,106  (totaling 8.85TB) 
bytes transferred 22.72TB 
content demanded 43.87TB 
 

2.1 Trace Methodology
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2.2 User Characteristics

2.2.1 Kazaa Users Are Patient
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2.2.2 Users Slow Down As They Age

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1 2 3 4 5 6 7 8 9 10 11
week

da
ta

 re
qu

es
te

d 
pe

r
liv

e 
cl

ie
nt

 (G
B

)

0

0.2

0.4

0.6

0.8

1

pr
ob

ab
ilt

y 
a 

cl
ie

nt
m

ak
es

 >
0 

re
qu

es
ts

data requested
probability of request

2.2.3 Client Activity
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median 66.08% 5.54% activity fraction 
over lifetime 90th percentile 100% 94.41% 

median 0.01% 0.20% activity fraction 
over trace 90th percentile 2.29% 4.15% 

median 0.69 hours 10.09 hours total activity 
over trace 90th percentile 111.93 hours 202.65 hours 

median 2.40 mins 2.40 mins average 
session length 90th percentile 28.25 mins 28.33 mins 

2.3 Object Characteristics

2.3.1 Kazaa Is Not One Workload



small objects 
(primarily audio) 

large objects 
(primarily video)  

top 10 top 100 top 10 top 100 
overlap in the most 

popular objects 
between first and last 

30 days of trace 
0 of 10 5 of 100 1 of 10 44 of 100 

# of newly popular 
objects that are 

recently born 
6 of 10 73 of 95 2 of 9 47 of 56 

 

2.3.2 Kazaa Object Dynamics

2.3.3 Kazaa Is Not Zipf
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2.4 Summary

3. ZIPF’SLAWANDMULTIMEDIAWORK-
LOADS

3.1 Why Kazaa Is Not Zipf
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3.2 Non-Zipf Workloads in Other Systems

3.2.1 Kazaa vs. Web Workloads

3.2.2 Kazaa vs. Other Multimedia Workloads



(a) (b)

(c) (d)

0.001
0.01

0.1
1

10
100

1000
10000

100000
1000000

1 10 100 1000
movie index

bo
x 

of
fic

e 
sa

le
s 

($
m

ill
io

ns
)

0
50

100
150
200
250
300
350
400
450
500

0 50 100 150 200 250
movie index

bo
x 

of
fic

e 
sa

le
s 

($
m

ill
io

ns
)

0
10
20
30
40
50
60
70
80
90

100

0 50 100 150 200 250
movie index

re
nt

al
 fr

eq
ue

nc
y

1

10

100

1000

1 10 100 1000
movie index

re
nt

al
 fr

eq
ue

nc
y

4. A MODEL OF P2P FILE-SHARING
WORKLOADS

Symbol Meaning Base value 
C # of clients 1,000 
O # of objects 40,000 
λλλλR per-user request rate 2  objects/day 

αααα Zipf parameter driving 
object popularity 1.0 

P(x) 
probability that a user 
requests an object of 

popularity rank x 
based on Zipf(1) 

(see text) 

A(x) 
probability that a newly 

arrived object is inserted 
at popularity rank x 

Zipf(1) 

M cache size, measured as 
fraction of all objects varies 

λλλλO object arrival rate varies 
λλλλC client arrival rate varies 

 

4.1 Model Description
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4.2 File-SharingEffectivenessDiminisheswith
Client Age
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4.5 Model Validation
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4.6 Summary

5. EXPLORING LOCALITY-AWARE
REQUEST ROUTING
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5.1 Measuring Locality in the Workload



5.2 Methodology

5.3 Benefits of Locality-Awareness
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5.4 Accounting for Hits and Misses
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5.5 Benefits of Increased Availability
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5.6 Summary
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